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Abstract—Equipped with sensing, networking, and computing
capabilities, Internet of Things (IoT) such as smartphones,
wearables, smart speakers, and household robots have been
seamlessly weaved into our daily lives. Recent advancements
in Generative AI exemplified by GPT, LLaMA, DALL-E, and
Stable Difussion hold immense promise to push IoT to the next
level. In this article, we share our vision and views on the
benefits that Generative AI brings to IoT, and discuss some of
the most important applications of Generative AI in IoT-related
domains. Fully harnessing Generative AI in IoT is a complex
challenge. We identify some of the most critical challenges
including high resource demands of the Generative AI models,
prompt engineering, on-device inference, offloading, on-device
fine-tuning, federated learning, security, as well as development
tools and benchmarks, and discuss current gaps as well as
promising opportunities on enabling Generative AI for IoT. We
hope this article can inspire new research on IoT in the era of
Generative AI.

Index Terms—Internet of Things, IoT, AIoT, Generative AI,
Large Language Models, LLMs, Diffusion Models, Edge AI

I. INTRODUCTION

INTERNET of Things (IoT) such as smartphones, wear-
ables, smart speakers, and household robots are ubiquitous

today and have become an integrated part of our daily lives.
Equipped with sensing, networking, and computing capabil-
ities, these devices can sense, communicate, and integrate
artificial intelligence (AI) into the physical world [130]. This
synergy between IoT and AI has fundamentally changed how
individuals perceive and interact with the world, allowing for
more intelligent and efficient operations, improved human-
machine interactions, and enhanced decision making.

Recent advancements in Generative AI have enabled a
new wave of AI revolution [16]. The new generations of
generative models including Large Language Models (LLMs)
(e.g., GPT [89, 12, 87], LLaMA [105, 106], and Orca [83])
and Large Multimodal Models (LMM) (e.g., GPT-4V [123],
DALL-E [92, 93] and Stable Difussion [95]) have made
the breakthrough and achieved remarkable performance in
a variety of tasks such as chat, search, image synthesis,
code generation, and music composition [42]. Such revolution
comes from their significantly large model sizes while being
pre-trained on massive amounts of data. These characteristics
enable Generative AI to generate high-quality data, tackle
complex tasks with human-level performance, and exhibit
superior generalization ability on new tasks and data, all of
which were not attainable before.
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Fig. 1: IoT in the era of Generative AI.

The implications of the advancements of Generative AI for
IoT are profound. The unique characteristics of Generative
AI bring pivotal benefits across the entire IoT pipeline, en-
compassing IoT data generation, data processing, interfacing
with IoT devices, and IoT system development and evaluation.
These advantages position Generative AI as having substantial
potential to revolutionize numerous critical IoT applications,
including but not limited to mobile networks, autonomous
driving, metaverse, robotics, healthcare, and cybersecurity.

Realizing the full potential of Generative AI in IoT is not
trivial. Innovative techniques are needed to address some of the
most formidable challenges including high resource demands
of the Generative AI models, prompt engineering, on-device
inference, offloading, on-device fine-tuning, federated learn-
ing, security, as well as development tools and benchmarks.

In this article, we provide our vision and insights on the
applications, challenges, and opportunities of IoT in the era
of Generative AI (Figure 1). We start by providing a brief
background on the recent advancements of Generative AI (§II).
We then explain how Generative AI could benefit some of the
most important IoT applications (§III). Next, we discuss some
of the critical challenges that serve as impediments to enabling
Generative AI for IoT, and share our views on current gaps
as well as promising opportunities to address those challenges
(§IV). We hope this paper can act as a catalyst to inspire new
research on IoT in the era of Generative AI.

II. BACKGROUND OF GENERATIVE AI

Generative AI refers to AI models that can generate new
content in the form of text, images, videos, codes, and many
more [16]. Generative models are not new. Although tradi-
tional generative models such as Recurrent Neural Networks
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(RNN) [100], Variational Autoencoders (VAE) [57], Gener-
ative Adversarial Networks (GAN) [40], and Bidirectional
Encoder Representations from Transformers (BERT) [27] have
found their applications in a variety of domains, it is until
recently that billion-parameter generative models such as GPT
series [89, 12, 87], DALL-E series [92, 93], LLaMA se-
ries [105, 106], Stable Diffusion [95] and Orca [83] marked a
significant breakthrough. These models demonstrated remark-
able performance across a wide spectrum of tasks, elevating
the capabilities of Generative AI to unprecedented levels.

The superiority of the contemporary generative models can
be attributed to the following two key characteristics:

• Significantly Large Model Size: Contemporary gener-
ative models contain significantly more parameters than
the traditional ones [90]. For example, GPT-4 [87] con-
tains about 1.8 trillion parameters, which is 5,000 times
larger than BERT [27].

• Pre-trained on Massive Amount of Data: Contempo-
rary generative models are pre-trained on much larger
datasets than their predecessors. For example, GPT-3 [12]
is pre-trained on more than 500 billion tokens that are
over one hundred times than BERT [27].

These characteristics equip contemporary generative models
with some unique abilities that were not attainable before:

• Generating High-Quality Data: Compared to tradi-
tional generative models, the quality of content generated
by contemporary generative models is significantly im-
proved. For example, DALL-E 2 [93] is able to generate
images that are high in detail and produce visually
compelling results that can be indistinguishable from
photographs taken by cameras or created by artists.

• Tackling Complex Tasks with Human-Level Perfor-
mance: Contemporary generative models are capable of
tackling more complex tasks that conventional counter-
parts are difficult to deal with. For instance, given a task
description along with a brief prompt that contains a few
training samples, contemporary generative models such
as GPT-4 demonstrate the capability of solving compli-
cated mathematical problems with accuracy comparable
to human performance [115].

• Superior Generalization Capability: Contemporary
generative models exhibit superior generalization ability
on new tasks and data. For example, conventional gen-
erative models such as GAN [40] require retraining or
fine-tuning to generate images that belong to different
domains. In contrast, DALL-E 2 [93] is able to generate
images for domains that have not been trained before.

III. APPLICATIONS OF GENERATIVE AI IN
IOT-RELATED DOMAINS

Leveraging the distinctive capabilities outlined in §II, Gen-
erative AI holds the potential to revolutionize numerous critical
IoT applications. In this section, we delve into a number
of application domains (Figure 2) where Generative AI has
already left its mark and others where its potential is just
beginning to be recognized.

Fig. 2: Applications of Generative AI in IoT-related domains.

A. Mobile Networks

Generative AI has found its use cases in the design and
operation of mobile networks. For instance, understanding
channel distribution is essential to comprehending the sophis-
ticated dynamics of mobile networks. A pivotal work demon-
strates the efficiency and accuracy of adversarial learning with
conditional GAN for optical channel modeling [122]. In a
recent study, Zhang et al. [131] explored the possibility of
adopting GAN-based frameworks for air-to-ground channel
modeling in wireless unmanned aerial vehicle (UAV) networks
over millimeter wave (mmWave) frequencies. In addition to
the promising learning accuracy of channel information, their
proposed distributed GAN architecture empowers the sharing
of channel knowledge through a distributed learning approach.
A similar study on channel modeling over mmWave in UAV
networks aims to address the issue of generalization. By
utilizing federated learning, the introduced FL-GAN frame-
work trains distributed generative models and unifies them
into an adaptable advanced model that removes geographical
constraints in deployment [8].

The significance of traffic generation in mobile networks
cannot be overstated. It allows system developers to simulate
and determine the most effective data transmission pattern,
assess the scalability and reliability of the network system, and
help validate maintenance and updates. The focus of network
traffic reproduction has shifted from fundamental machine
learning methods (e.g., Support Vector Machines, k-Nearest
Neighbour) to deep learning methods, especially GAN [7].
One seminal research that laid the groundwork for harnessing
the power of GAN in traffic generation is a knowledge-
enhanced GAN-based framework proposed by Hui et al..
By feeding realistic traffic data, along with environmental
knowledge and information on various IoT devices, to their
GAN framework, the proposed method outperforms state-
of-the-arts while maintaining high performance even when
trained on small datasets.
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TABLE I: Types of data generated by Generative AI in different IoT-related application domains.

AI Generated Data
IoT-related Application Domains

Mobile Networks Autonomous Vehicles Metaverse Robotics Health Care Cybersecurity

Time-series Sensor Data ✓ ✓ ✓ ✓ ✓ ✓

Vehicular Traffic Data ✓ ✓ ✓ ✓

Network Traffic Data ✓ ✓ ✓ ✓

Text ✓ ✓

Image ✓ ✓

Audio ✓ ✓

Video ✓ ✓ ✓

Code ✓ ✓ ✓ ✓

Spectrum sensing, a vital process in wireless communication
for IoT devices, where a radio periodically monitors a fre-
quency band within a range, detects and even predicts its avail-
ability, previously relied upon deep learning methods to attain
these objectives. However, the emergence of Generative AI
presents better solutions to these tasks, as it effectively over-
comes the difficulties of collecting training data spanning all
conditions and retraining whenever the environment changes.
One recent study leverages GAN to generate synthetic data,
boosting the prediction accuracy of a spectrum occupancy
classifier and training models to adapt to spectrum dynamics
[26]. Another work further modifies Wasserstein GAN with
gradient penalty (WGAN-GP) to improve the network’s ability
to complete sensing information of unknown environments
[47]. The proposed Enhanced Capsule GAN is constructed
to estimate channel availability for the primary users [17].

Lastly, Generative AI plays an essential role in building the
Digital Twin (DT) of mobile networks. With a scalable digital
replica of a mobile network constructed by their Generative
AI-based system, researchers are able to study user behaviors,
perform link-level simulations, and model path loss without
interrupting the actual system [39].

B. Autonomous Vehicles

The transformational journey of the automobile industry
towards autonomous vehicles has been deeply influenced by
IoT as well. Krasniqi and Hajrizi [59] present the indispens-
able role of IoT in this evolution, while Philip et al. [88]
delve into the real-time applications of IoT, emphasizing its
significance in smart traffic control. These systems rely on the
effective processing of expansive datasets, where the utility of
Generative AI emerges as crucial. In this domain, Xu et al.
[120] spotlight an architecture that employs Generative AI to
produce extensive traffic datasets, fundamental for the safety
and efficiency of autonomous systems. Adding another dimen-
sion, Marathe et al. [78] highlight WEDGE, a synthetic dataset
created using vision-language Generative AI, which enhances
autonomous vehicle perception, especially under challenging
weather conditions. Together, these works elucidate the pivotal
roles of IoT and Generative AI in advancing the capabilities
of autonomous vehicles.

C. Metaverse
Generative AI’s ability to visualize, simulate, and predict

based on IoT sensor data creates a reliable virtual realm in
the Metaverse. With the intersection of Generative AI, we can
construct personalized learning environments, analyze traffic
patterns for decision-making, and interact with others in real
time. Moreover, Generative AI also promotes bi-directional
interactions between users and the constructed world, thus
enabling a Metaverse to deliver customized experiences [54].
In recent work, Cai et al. [15] develop a Transformer-based
framework for tactile signal generation used in virtual and
augmented reality. Xu et al. [120] exploit Generative AI’s
power in synthesizing traffic and driving data, optimizing
cost efficiencies in driving simulation in vehicular Metaverse.
Although not yet transplanted into the Metaverse, Generative
AI’s capability in diverse areas like creating architecture
parameters, eliminating language barriers between different
language speakers, and building non-player characteristics, are
expected to be instrumental in shaping the outcomes [75].

D. Robotics
In the rapidly evolving field of robotics, the integration of

IoT has emerged as a cornerstone. Grieco et al. [43] presents
a future where robotic IoT systems are seamlessly integrated
into daily life, addressing both the challenges and the oppor-
tunities that span from communication networks to network
security. In the same vein, Kamilaris and Botteghi [56] study
the real-world applications and components underpinning IoT-
enhanced robotic systems, hinting at the burgeoning role of
the Web of Things (WoT) in this arena. Broadening this
notion, Batth et al. [9] introduce the “Internet of Robotic
Things (IoRT)”, which intertwines IoT with cloud computing,
AI/machine learning, thereby accentuating the significance of
a robust architecture for multi-role robotic systems. Tzafestas
[107] also discusses the synergy of IoT and AI and their
transformative influence on robotics, particularly in the con-
text of IoRT. We are now seeing the integration of IoRT
with Generative AI. Taniguchi et al. [104] have charted new
territory with a brain-inspired architecture termed the whole-
brain probabilistic generative models (WB-PGM) for artificial
general intelligence (AGI), marrying brain-inspired AI with
probabilistic generative models to pave the way for develop-
mental robots adept at continuous learning. Moreover, Luo et
al. [73] explore crafting a generative personality model tailored
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for robots, with a focus on encapsulating individual traits and
eliciting a spectrum of behaviors, exemplified through non-
verbal cues on humanoid robot heads.

E. Health Care

The healthcare sector, empowered by IoT devices, is experi-
encing a transformative paradigm shift with the integration of
Generative AI. These advancements not only enable devices to
monitor patient vitals but also predict and generate responses
to medical anomalies. Wearables such as smartwatches har-
ness sensor data that can be processed by Generative AI to
provide personalized care suggestions, ranging from dietary
recommendations to medication modifications [86]. Venkata-
subramanian [109] showcases this synergy between IoT and
Generative AI by introducing a system for monitoring high-
risk maternal and fetal health (MFH), capturing clinical indica-
tors via IoT sensors and using a deep convolutional generative
adversarial network (DCGAN) for outcome classifications.
In the broader landscape, LLMs such as GPT-4 have been
highlighted for their diverse applications in healthcare, encom-
passing clinical documentation, insurance tasks, and patient
interactions, and even possess the capability to interpret text
within images [80]. Venkataswamy et al. [110] provide a
striking example by introducing the “humanoid doctor”, which
employs AI to diagnose diseases by collating patient data from
IoT devices and leveraging LLMs like ChatGPT for symptom
interpretation. Nova [86] further accentuates the potential of
Generative AI in enhancing electronic health records (EHRs),
streamlining medical conversations, and making medical ter-
minologies more patient-friendly.

F. Cybersecurity

IoT devices have been particularly vulnerable to cyber-
attacks due to their widespread deployment and often minimal
built-in security features [58]. The rapid proliferation of these
devices has only heightened the importance of advanced
cybersecurity measures. Generative AI has been integrated into
cybersecurity solutions to enhance the protection measures for
IoT devices, presenting an avenue for heightened security [1].
A seminal development in this area has been the capability
of these models to generate synthetic data which retains the
statistical properties of the original data, but without revealing
any personally identifiable information, therefore reducing the
need for real data exposure and lowering both the potential
attack surface and the risk of data breaches [30, 79]. In recent
years, researchers have been creating more specialized solu-
tions. Ferrag et al. [34] develop SecurityLLM, which integrates
SecurityBERT for threat detection and FalconLLM for incident
response, showcasing its superiority with a remarkable 98%
accuracy rate in detecting a diverse range of cyber threats.
Similarly, studies by both Chen et al. [20] and Seyyar et al.
[97] utilize BERT for log analysis to pinpoint abnormalities
and discern between standard and anomalous HTTP requests.
Furthermore, a range of new models—CySecBERT [10], Se-
cureBERT [2], and CAN-BERT [5] tackle a myriad of tasks
from extracting cyber threat data to identifying threats in vehi-
cle networking systems, thus strengthening the cybersecurity

domain. Adding to this, Rahali et al. [91] utilize BERT to
statistically analyze Android application source code, sorting
them into malware classifications based on the contextual
intricacies of code words. Cintas-Canto et al. [23] study the
use of LLMs in lightweight cryptography, emphasizing the
potential of the GPT-4 based ASCON algorithm for bolstering
security, especially pertinent for IoT devices. This collective
body of work underscores the transformational role of Genera-
tive AI in cybersecurity enhancements for IoT devices, setting
a promising trajectory for the fortified security of IoT in the
face of evolving threats.

IV. CHALLENGES AND OPPORTUNITIES OF ENABLING
GENERATIVE AI FOR IOT

Turning the applications in §III into reality is not trivial. We
have identified eight challenges that act as barriers to realizing
Generative AI for IoT (Figure 3). In this section, we describe
these challenges, share our perspectives on existing gaps, and
highlight promising opportunities to tackle these challenges.

A. High Resource Demands

Generative models such as GPT, DALL-E, and LLaMA
series in general contain billions of parameters [111]. More-
over, their performance follows the scaling law [90] where
higher accuracies require larger model sizes. Unfortunately,
such large model sizes directly translate to their significant
resource demands. To illustrate this, Table II lists the resource
demands of some of the most well-known generative models.
As shown, these models are characterized by their billion-level
parameters, necessitating substantial memory and computation
for operation. However, IoT devices are known to be resource
constrained. This discrepancy between the intensive resource
requirements of generative models and the limited resources
of IoT devices poses a considerable challenge.

TABLE II: Model sizes and memory usages of representative
generative models.

Model Category Parameter Memory
LLaMA2 [106] Text-to-Text 70B 138G

OPT [132] Text-to-Text 175B 350G
Orca [83] Text-to-Text 13B 26G

Stable Diffusion [95] Text-to-Image 7B 11G
InstructBLIP [65] Image-to-Text 13B 29G
PointLLM [121] PointCloud-to-Text 13B 26G

To address this challenge, one effective approach is to com-
press the generative models, sometimes with a slight accuracy
drop as a tradeoff, so as to reduce their memory usage and
computational cost. Generally, model compression techniques
fall into one of four types: quantization, parameter pruning,
low-rank approximation, and knowledge distillation. While a
considerable number of model compression techniques have
been proposed [14], they are mostly designed for models of
much smaller scales compared to contemporary generative
models. This gap creates opportunities for innovation in next-
generation model compression methods for billion-parameter
generative models.
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Challenges of Enabling Generative AI for IoT

      Prompt Engineering       High Resource Demands      Offloading      On-Device Fine-tuning       Federated Learning      Security     Standardization and
System Development Tools

  1. Federated Learning for Generative Models

  2. Generative AI-assisted Federated Learning

1 2 4 5 6 7 8

  1. Template Generation

  2. Demonstration Management

  3. Multi-Modal Prompt


  1. Quantization

  2. Parameter Pruning

  3. Low-rank Approximation

  4. Knowledge Distillation


      On-Device Inference3

  1. Computation and Memory Optimization

  2. Multi-Modal and Cross-Processor Inference

  3. Runtime Adaption


  1. Workload Partitioning

  2. Efficient Communication


  1. Parameter-Efficient Fine-tuning

  2. Memory-Efficient Fine-tuning
  3. Data-Efficient Fine-tuning


  1. Development Tools

  2. Benchmarks


Fig. 3: Challenges of enabling Generative AI for IoT.

Quantization: Quantization reduces the memory requirements
and computational cost by reducing the precision of the
weights and/or activations in the generative models. The cost
of retraining large generative models using the complete
training dataset to compensate the accuracy drop due to
quantization is expensive. As such, most of the quantization
techniques, such as SmoothQuant [117] and GPTQ [36], only
use a small amount of calibration data to quickly adjust the
weights after the models are quantized. Nevertheless, even
with the most advanced quantization technique, the highest
model compression ratio is limited by the smallest bit width.
Therefore, it is necessary to combine quantization with other
model compression techniques to further compress the models,
particularly the ones at a larger scale such as LLaMA-
65B [105] and OPT-175B [132], so as to fit them inside
resource-constrained IoT devices.

Parameter Pruning: Different from quantization, parame-
ter pruning compresses the model by eliminating redundant
model parameters. Pruning methods can be classified into
structured pruning and unstructured pruning [108, 139]. Struc-
tured pruning such as LLM-Pruner [76] removes the entire
channels or other structured components from the network,
while unstructured pruning such as SparseGPT [35] removes
the weights individually without changing the shape of the
weight matrices. Therefore, unstructured pruning has much
more pruning flexibility and thus enjoys a lower accuracy drop
compared to structured pruning [35, 102]. However, unstruc-
tured pruning incurs irregular sparsification, which makes the
resulting pruned models difficult to be deployed on IoT devices
due to lack of hardware support [13].

Low-Rank Approximation: Approximating the weight ma-
trix using the product of two or more smaller matrices with
lower dimensions can also reduce the size of generative
models [94]. To compensate for the information loss from such
approximation, many techniques have been proposed. These
can be divided into two main categories: training-required
methods, which require fine-tuning the entire model during or
after low-rank approximation [11, 45], and training-free meth-
ods, which focus on selecting the least significant matrix for
approximation [52], or adding another sparse matrix to make
up for the approximation loss [18]. Low-rank approximation
does not require specialized hardware for implementation and
execution, making it more suitable for use in IoT. However,
none of the recent studies have attempted to compress LLMs
with low-rank approximation to run on IoT devices, which is
a promising research direction to explore.

Knowledge Distillation: Knowledge distillation (KD) is a
technique for transferring knowledge from a more complex
model (the teacher) to a simpler one (the student). Unlike the
other three compression strategies, it requires training or fine-
tuning for knowledge transfer, making it more expensive to
apply. Currently, only a few studies have been conducted in
this field to distill a student model from a large generative
model [136, 103], and most of these student models only
perform well in a specific domain with limited generalization
ability and are likely to lose effectiveness in the ever-changing
IoT environment.

B. Prompt Engineering

Generative models operate with an open-ended nature, ne-
cessitating detailed context and information to yield accurate
and relevant responses. Prompt engineering is a technique
that guides the generative models to generate outputs of
high quality and relevance with task-specific hints, known as
prompts [70, 44, 72]. The output quality of generative models
is highly dependent on the design of the prompts. In the
context of IoT, developing prompt engineering techniques is
confronted with the following challenges.
Template Generation: The quality of the prompt template
is one of the most important factors in prompt engineering.
Due to its importance and sensitivity, most existing generative
models rely heavily on manual written templates for inference
and fine-tuning, which considerably limits their productive
applications for IoT [70]. This is because the extended duration
of user involvement could potentially disrupt the functioning
of the IoT devices and hence negatively affect the user experi-
ence. To address this challenge, methods that can automatically
generate the prompt template given a specific input-label pair
have been proposed. For example, Gao et al. [37] propose
LM-BEF that automatically generates the template of the
prompt using pre-trained language models; whereas Wang
et al. [114] propose Self-Instruct which focuses on generating
the instruction in the prompt template. Although these methods
demonstrate benefits in improving the final prediction and
reducing human efforts in user interactions, none of them have
been tested on IoT devices in real-world scenarios.
Demonstration Management: Generative models such as
GPT-3 [12] have shown the significant potential on few-shot
prompting. This technique involves the addition of a few
pertinent training data into the prompt for prediction. However,
applying this technique to the real-world IoT environment is
still a challenge due to two main reasons. First, resource-
limited IoT devices cannot store the entire training set together
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with the model for inference. Although techniques such as
storing these large-scale training data in an external vector
database have been proposed [82], the significant communi-
cation overhead still makes it difficult to ensure a real-time
response. Second, since the data acquired from the IoT devices
is constantly changing, it is difficult to get suitable training
data and organize them in the right order to form the prompt
for improving the generation quality [70]. Most of the existing
demonstration organization techniques either focus on training
a domain-specific retriever [68], which brings high latency and
energy consumption, or choose to apply unsupervised methods
such as KNN [118] for selection, but with low accuracy
guarantee. Therefore, designing a robust and efficient scheme
for managing the whole life-cycle of the demonstration on IoT
devices, including storing, selecting, ordering, composing, and
deleting, is an important and promising direction.

Multi-Modal Prompt: Although the utilization of prompt
engineering in NLP and vision-language generation tasks has
been explored [70, 44, 60, 124, 128], its potential within IoT-
related tasks, where the IoT data can be multi-modal, including
video, audio, 3D point cloud, wireless signals and many more,
have yet to be fully realized. For instance, in 3D point cloud
generation and audio generation, only a few recent works,
such as Point-E [85] and AudioGPT [53], have begun to take
advantage of prompt engineering to achieve the desired results.
IoT applications often involve the combination of various
data sources with different modalities, making the design and
optimization of prompts particularly complex. Therefore, it is
increasingly important to dedicate efforts to extend prompt
engineering into various multi-modal prompts so as to unlock
the full potential of real-world IoT applications.

C. On-Device Inference

Another key challenge of enabling Generative AI for IoT
is on-device inference. On-device inference is particularly
important for latency-sensitive applications such as Metaverse
or scenarios where cloud connectivity is not available.

Computation and Memory Optimization: When performing
on-device inference, intermediate results such as activation
outputs and attention weights have to be computed and
stored onboard for further processing. For example, LLaMA2-
13B [106] necessitates an additional 8GB of memory for
these intermediate results, which is over 30% to the model
memory [61]. Moreover, the average generation latency for
LLaMA-7B on mobile phones is as slow as seven seconds
per token [119]. Therefore, reducing the computation and
memory footprint of these intermediate results so as to enhance
inference efficiency represents a significant challenge for on-
device inference. To address this challenge, we envision that
one opportunity lies at preprocessing the input states before
feeding them into the generative model to reduce the subse-
quent computation. For example, Sharir und Anandkumar [98]
propose to directly reuse the calculations for a similar input.
Chevalier et al. [22] apply pre-trained LLMs to compress
prompts with long context into short summary vectors to
reduce overall computation and memory usage. Li et al. [66]
propose to filter the intermediate states of unnecessary tokens

before they are fed to the next layer of the model for process-
ing. Another opportunity lies at I/O optimization [25]. One
popular technique is FlashAttention [25], which utilizes tiling
to reduce the number of I/O between GPU high bandwidth
memory (HBM) and the GPU’s on-chip SRAM. Nevertheless,
FlashAttention necessitates costly hardware support and only
yields a minuscule improvement in efficiency under the small
batch size, which is more typical for IoT devices.

Cross-Processor Inference: The heterogeneity nature of the
IoT hardware provides a great opportunity for on-device
inference to be performed in a cross-processor manner. In
current practice, computations involved in the inference pro-
cess of generative models are usually executed entirely on
a single compute unit such as GPU. We envision that one
opportunity lies at allocating or redesigning the modules of a
generative model so that different parts of the generative model
can be executed at different onboard processes in parallel
to enhance on-device inference efficiency. For instance, the
decoder module of most generative language models is a
key bottleneck to optimize for improved efficiency. However,
this module can only be executed serially during the infer-
ence process. Some recent optimizations include speculative
sampling of important tokens for parallel decoding [64],
partitioning the decoding task for parallel execution [101],
and transforming the decoding task into many sub-tasks of
parallel verification [81]. Despite the potential of general task
parallelism strategies to improve the performance of cross-
processor inference, these techniques are mainly designed
for server-side inference with homogeneous compute units.
Therefore, developing techniques that support collaborative
inference on different hardware units such as GPU, DSP, CPU,
TPU, and NPU inside an IoT device is an important topic for
future research.

Runtime Adaptation: The available resources inside IoT
devices at runtime can be dynamic due to factors such as
changes of battery levels, starting a new application, and
turning off a running application [32]. The configuration of
the generative models needs to be adjusted in order to adapt
to the dynamic resources at runtime. For example, when a
mobile phone is in low-power mode, the generative model
needs to be reconfigured to perform more lightweight infer-
ences which consume fewer computation resources to save
battery life. Currently, only a few studies have investigated this
runtime adaption for generative models. For instance, Sheng
et al. [99] propose FlexGen to flexibly configure generative
language models under various hardware resources; Šakota
et al. [141] design CELMOC, a framework that selects models
of different scales for inference based on the user-defined cost-
performance tradeoff; and Wang et al. [112] propose EcoOpti-
Gen that provides a comprehensive hyperparameter setup to
make the most of the limited budget for inference. However,
all of these runtime adaption techniques are designed for
resourceful server-scale systems. Exploring runtime adaptation
techniques for generative models in IoT devices presents a
promising opportunity.
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D. Offloading

Given the limited memory and computing capacities of IoT
devices, some of them may not be able to run the most
efficient generative models by just using their own onboard
resources. In such scenarios, it is necessary to offload the
execution of part or even the whole generative model to
nearby resourceful edges or the cloud [138]. The success of
this offloading strategy, however, faces two main challenges:
workload partitioning and efficient communication.

Workload Partitioning: Workload partitioning refers to the
task of partitioning the generative model between the IoT
devices and the nearby resourceful edge server or cloud such
that different parts of the generative model are executed in a
distributed manner. Such task, however, is not trivial, since
IoT devices, edge server, and cloud have different compu-
tational, memory, and energy resources. Existing techniques
can be divided into heuristic-based or learning-based methods.
Heuristic-based methods [31] involve the use of predefined
rules or experience-driven schemes to partition the workloads.
Learning-based methods [33], on the other hand, are trained on
historical workload data to identify patterns and relationships
between different tasks and resources to identify optimal
workload partitions for new and unseen scenarios. Although
both of these two types of methods could achieve good
partitioning in some use cases, due to the NP-Hard nature
of the workload partitioning problem, identifying the best-
performing partition can be time consuming, especially for
billion-parameter generative models where the search spaces
are extremely large, or when the number of partitions needed
scales up and the partitions need to be performed in real
time. In such scenarios that are commonly encountered in IoT
applications, designing highly-efficient workload partitioning
techniques is an important topic for future research.

Efficient Communication: Communication between IoT de-
vices and cloud is often conducted through wireless channel
in which the bandwidth can be quite limited. To ensure a
timely exchange of migrated workloads between IoT devices
and cloud while minimizing bandwidth usage and power
consumption, efficient communication is essential. Techniques
such as message compression [127], data sampling [125], ef-
ficient communication protocols [46], and edge caching [140]
have been proposed to optimize communication in resource-
constrained scenarios. However, due to their large model
sizes and the potential large amount of data they need to
generate based on application requirements, billion-parameter
generative models put a significant burden on communication,
especially in scenarios when the wireless bandwidth becomes
limited or Generative AI applications are latency-sensitive.
In such cases, we envision that more advanced efficient
communication techniques are highly demanded.

E. On-Device Fine-Tuning

As the environments in which IoT devices are deployed
evolve, the newly collected data may deviate from prior
distributions. Consequently, the post-deployment pre-trained
generative models often necessitate fine-tuning on the devices

to effectively adapt to this new data. This requirement under-
scores the need for the development of highly efficient fine-
tuning techniques to enable on-device fine-tuning for resource
constrained IoT devices.
Parameter-Efficient Fine-Tuning (PEFT): PEFT [28] re-
duces the computational cost of fine-tuning by selecting only
a few essential parameters in generative models for tuning.
PEFT methods can be in general grouped into three categories:
addition-based approach, which inserts small neural modules
into the generative models as an adapter for updating [50], or
adds some trainable tokens into the input of some layers [67];
the specification-based approach, which only specifies a small
number of parameters in the generative models for fine-tuning
while keeping the rest frozen [63]; and the reparameterization-
based approach, which transforms the updated matrices into
a more efficient form, such as the product of the low-rank
ones [51]. Although PEFT is able to reduce the computational
cost of the fine-tuning process, it still incurs large runtime
memory footprint, which acts as a key bottleneck for memory-
limited IoT devices [129].

Memory-Efficient Fine-Tuning (MEFT): Motivated by the
limitation of PEFT, MEFT [69] focuses on reducing the
memory footprint during fine-tuning. These MEFT methods
reduce the memory footprint by avoiding storing large input
vectors, such as activations [129, 69]; utilizing an optimizer
that requires less memory [77]; or by combining the gradient
calculation and updating operations [74]. Although MEFT
can address the shortcomings of PEFT to reduce the runtime
memory, it may take longer to complete the fine-tuning
process, resulting in higher energy consumption. Additionally,
the performance of the fine-tuned generative models may be
reduced, which largely limits its use on IoT devices.

Data-Efficient Fine-Tuning (DEFT): Different from PEFT
and MEFT, DEFT achieves efficient fine-tuning from a data-
centric perspective [126]. Recent work such as LIMA [135]
and AlpaGasus [19] demonstrate that by only using a small
fraction of the data, one can achieve comparable performance
to that obtained from fine-tuning with the entire dataset.
Another benefit of DEFT is that it can be combined with
PEFT or MEFT to further enhance the fine-tuning efficiency.
At the same time, most of the existing DEFT methods heavily
rely on manual selection of the small set of data for fine-
tuning [135, 19], which is difficult to accomplish on IoT
devices. Therefore, an automated data selection scheme would
allow IoT devices to benefit more from DEFT.

F. Federated Learning

Data captured by IoT devices may contain private user
information that is privacy-sensitive. As a privacy-preserving
machine learning paradigm, federated learning (FL) emerges
as a solution that can improve the quality of the gener-
ative models through the personal data while keeping the
data on the IoT devices which substantially mitigates pri-
vacy risks. While FL has been intensively studied in recent
years [55, 113, 133, 4], most of the proposed techniques have
been developed for models with much smaller scales. The
emergence of billion-parameter generative models presents
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new challenges in designing FL frameworks that were not
previously encountered.

Federated Learning for Generative Models: The rise of
large generative models drives the need for training them
through federated methods. Nevertheless, most current FL
techniques are designed for training compact models that can
be entirely accommodated within IoT devices. Unfortunately,
the scale of large generative models precludes their complete
storage within IoT devices due to resource limitations. How
to enable federated training for large generative models on
IoT devices is a key challenge. To address this challenge, we
envision that the opportunities lie at exploring partial training
(PT)-based approaches where each IoT device trains a smaller
sub-model extracted from the large generative model hosted
on the cloud server, and this server model is updated by
aggregating those trained sub-models. For example, Wen et al.
[116] propose Federated Dropout which extract smaller sub-
models from the large server model in a random manner.
Horvath et al. [49] propose FjORD where sub-models are
always extracted from a designated part of the large server
model. Alam et al. [3] refine this process by introducing Fe-
dRolex, which extracts sub-models from the large server model
via a rolling window. Such a rolling mechanism results in
more stable convergence and ensures that the global model is
updated uniformly. Lastly, Dun et al. [29] propose AsyncDrop,
which tackles this problem in an asynchronous manner.

Generative AI-assisted Federated Learning: On the other
hand, generative models can play a crucial role in enhancing
federated training itself. A key advantage offered by generative
models lies in their ability to produce high-quality, diverse
synthetic data. For example, Zhang et al. [134] propose GPT-
FL, a generative model-assisted FL framework that harnesses
the power of generative models pre-trained on extensive
datasets to generate authentic synthetic data to facilitate the
federated training process. Through this approach, GPT-FL
consistently surpasses state-of-the-art FL methods in terms
of model test accuracy, communication efficiency, and client
sampling efficiency.

G. Security

In addition to preserving the privacy of user data captured
on IoT devices, ensuring the security of data storage, trans-
mission, and processing for Generative AI applications in the
context of IoT is also critical. Trusted Execution Environment
(TEE) [96] provides a secure enclave within the processor
of IoT devices to protect sensitive computations and data
from unauthorized access or tampering. In the context of
Generative AI, which involves complex machine learning
models creating novel content, TEE becomes essential for
safeguarding intellectual property, proprietary algorithms, and
the confidentiality of generated outputs. By isolating the
private data executed by Generative AI applications within
a TEE on IoT devices, organizations can reduce the risk
of data breaches and unauthorized interference, creating a
secure and reliable environment for running these applications
in the IoT landscape. This heightened security is especially
important as IoT devices often operate in diverse and dynamic

environments, where ensuring the integrity of AI processes is
essential for maintaining user trust and system reliability.

H. Development Tools and Benchmarks

Development Tools: The implementation of Generative AI
for IoT-related applications presents a wide range of unique
challenges due to the unique characteristics of IoT devices and
their deployment environments. To facilitate the implementa-
tion and widespread adoption of these applications, the design
of development tools becomes essential. Existing generic
development tools such as PyTorch and TensorFlow as well
as LLM-focused development tools such as DeepSpeed [6]
and Megatron [84], unfortunately, are not designed for IoT-
oriented scenarios. At the same time, development tools such
as TFLite, Torch Mobile, and ONNX have been developed
to deploy models on IoT devices, but unfortunately do not
provide dedicated supports for large generative models. To fill
this gap, new development tools have recently been designed.
For example, llama.cpp [38] was developed in C++ to enable
native deployment of popular LLMs on resource-constrained
devices. In addition, new advanced AI compilers such as
OpenVino [41], TVM [21] (wrapper on TVM), and MLIR [62]
have also been developed to support the efficient execution of
Generative AI on diverse IoT platforms. However, these newly
developed solutions are still in their infancy. We envision that
further refinement on better supporting IoT-related tasks such
as workload balancing, resource management, task scheduling,
and efficient data processing is a promising opportunity.

Benchmarks: Lastly, the advancement of a field cannot be
realized without established benchmarks. Popular benchmarks
such as MMLU [48], GSM8K [24], and MMMU [124] are
becoming standards to evaluate the accuracy of generative
models for diverse tasks. There are also a few benchmarks that
focus on metrics related to efficiency. For example, The HULK
Benchmark [137] focuses on energy efficiency in pre-trained
language models and evaluates efficiency across various tasks.
The ELUE [71] framework enables a comprehensive compar-
ison of methods with a focus on performance-efficiency trade-
offs. However, there is still no benchmark that is specifically
designed for Generative AI for IoT applications. As the
development of Generative AI for IoT-related applications
is advancing rapidly, we envision that a comprehensive and
dedicated benchmark that covers a wide range of IoT-oriented
data modalities, tasks, and evaluation metrics such as latency,
memory footprint, and energy consumption will become more
and more critical and beneficial to the IoT community.

V. CONCLUDING REMARKS

Generative AI has shown immense promise in advancing
the capabilities of IoT. In this article, we highlighted the key
benefits and elaborated on some important applications of
Generative AI for IoT. We also presented eight challenges that
act as the key barriers to enabling Generative AI for IoT. We
hope this article acts as a catalyst to spark further research on
IoT in the era of Generative AI.
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