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ABSTRACT
Recent advancements in deep neural networks (DNN) enabled vari-
ous mobile deep learning applications. However, it is technically
challenging to locally train a DNN model due to limited data on
devices like mobile phones. Federated learning (FL) is a distributed
machine learning paradigm which allows for model training on de-
centralized data residing on devices without breaching data privacy.
Hence, FL becomes a natural choice for deploying on-device deep
learning applications. However, the data residing across devices
is intrinsically statistically heterogeneous (i.e., non-IID data distri-
bution) and mobile devices usually have limited communication
bandwidth to transfer local updates. Such statistical heterogeneity
and communication bandwidth limit are two major bottlenecks
that hinder applying FL in practice. In addition, considering mobile
devices usually have limited computational resources, improving
computation efficiency of training and running DNNs is critical
to developing on-device deep learning applications. In this paper,
we present FedMask – a communication and computation efficient
FL framework. By applying FedMask, each device can learn a per-
sonalized and structured sparse DNN, which can run efficiently on
devices. To achieve this, each device learns a sparse binary mask
(i.e., 1 bit per network parameter) while keeping the parameters of
each local model unchanged; only these binary masks will be com-
municated between the server and the devices. Instead of learning
a shared global model in classic FL, each device obtains a person-
alized and structured sparse model that is composed by applying
the learned binary mask to the fixed parameters of the local model.
Our experiments show that compared with status quo approaches,
FedMask improves the inference accuracy by 28.47% and reduces
the communication cost and the computation cost by 34.48× and
2.44×. FedMask also achieves 1.56× inference speedup and reduces
the energy consumption by 1.78×.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting; • Computing methodologies→Machine learning.
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1 INTRODUCTION
Recent breakthrough in deep neural network (DNN) research [32]
has empowered many mobile deep learning applications, such as
image recognition [58], video analytics [46], object detection [39],
sign language translation [14], etc. Developing these mobile appli-
cations requires a large amount of data for training DNNs. However,
mobile devices often hold only limited data, which is not sufficient
to locally train DNNs and achieve a desirable inference accuracy.
One traditional solution is that mobile devices offload the data to a
server and then a centralized training is performed on that server.
Unfortunately, such centralized training method raises serious pri-
vacy concerns due to data offloading.

Federated learning (FL) [42] is an emerging distributed machine
learning paradigm that is able to effectively address the above pri-
vacy issue. FL enables a number of devices to train a shared model in
a federated fashion without transferring their local data. A central
server coordinates the FL process, where each participating device
communicates only the model parameters with the central server
while keeping local data private. However, the data generated by
mobile devices is often non-IID (identically and independently dis-
tributed) across these devices. For example, the input words to a
virtual keyboard [20] on a mobile phone are often user and con-
text dependent. Hence, these text data is highly heterogeneous
across the devices. In addition, the communication and compu-
tational resources are either very limited or very expensive for
mobile devices. In summary, statistical heterogeneity (i.e., non-IID),
communication bandwidth, and computation cost are three critical
bottlenecks [29, 34] in the practical applications of FL.
Status Quo and their Limitations. Since the introduction of FL,
many studies attempt to mitigate the statistical heterogeneity via
personalization including local fine-tuning [4, 13, 28, 30, 45, 54],
multi-task learning [49], and contextualization [40]. However, most
of these approaches require two separate steps: 1) training a global
model in the federated fashion; and 2) fine-tuning the global model
to generate a personalized model for each device using its local
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Figure 1: The high-level view of FedMask framework.

data. Such a two-step method inevitably incurs extra training efforts
and overheads. In addition, some works aim to reduce communi-
cation cost, and the core idea is to compress the data communi-
cated between the server and the devices. Common practices can
be divided into three main categories: (1) quantization methods
[2, 6, 10, 23, 29, 47, 56, 57] compress the communication by reduc-
ing the number of bits of each element in the transferred data; (2)
sparsificationmethods [1, 12, 26] transmit only a subset of elements
in the communicated data; and (3) hybrid methods [5, 27, 38, 50]
combine quantization and sparsification.

However, very few efforts have been made to address the statis-
tical heterogeneity and communication efficiency simultaneously.
LG-FedAvg [37] leverages both local representation learning and
global FL to learn personalized model for each participating device.
Similar to aforementioned personalization methods, LG-FedAvg
also requires two steps to achieve personalization. Specifically, LG-
FedAvg partitions the model parameters into two groups, i.e., local
parameters and global parameters. In the first step, each participat-
ing device optimizes and share the whole model with the central
server like FedAvg [42]. In the second step, each device still updates
the whole model but only the global parameters will be communi-
cated with the central server, and hence the communication cost can
be reduced. In doing so, each device can learn a personalized model
due to its personalized local parameters. However, LG-FedAvg only
improves communication efficiency in the second step and the
heuristic partition of the model may lead to sub-optimal perfor-
mance. In addition, LG-FedAvg is evaluated under an unrealistic FL
setting, where each device holds sufficient training data (i.e., 200
images/class of MNIST and CIFAR-10). Such a condition implies
that a device has already been able to obtain a good performance
by training a model locally, which contradicts the intention of FL.
For example, the classification accuracy of the model that is locally
trained by each device can be as high as 97.17% on MNIST, but
the performance of the model that is trained using FedAvg [42]
only increases by 1.49% compared to the local model. HeteroFL [11]
adaptively selects and assign a submodel to each device given the
same base model. Each device only needs to train and communicate
its submodel, and thus the both communication and computation
cost can be reduced. However, the submodel is determined based
on the computation capability of each device rather than the local
data, leading to less flexible submodel allocations. Most importantly,
none of the existing FL methods is designed with constraints of
computation cost in training and inference. However, computation

Table 1: Comparison between FedMask and existing FL
frameworks.

Method
Computation
Efficiency

Communication
Efficiency Personalization

FedAvg [42] X X X
Top-𝑘 [1] X ✓ X
Per-FedAvg [13] X X ✓
LG-FedAvg [37] X ✓ ✓

FedMask " " "

cost is a critical challenge for mobile devices due to their limited
onboard resources.
Overview of the Proposed Approach.Motivated by the limita-
tions of existing works, in this work, we propose FedMask, a unified
FL framework that simultaneously (1) minimizes the communica-
tion cost; (2) reduces the computation cost for both training and
inference; and (3) learns a personalized model for each participating
device to mitigate statistical heterogeneity within a single step. As
illustrated in Figure 1, FedMask automatically learns a personal-
ized and sparse DNN model for each device. Such a model can be
deployed for efficient mobile deep learning applications.

To achieve the above three objectives, the key principle behind
FedMask is to exploit the redundancy in both communication and
computation during FL via the learned heterogeneous binary masks.
As Equation 1 shows, the total cost of FL training is the sum of
computation cost and communication cost as follows.

Total Cost=Communication+Computation (gradient+mask) (1)

In particular, the computation cost includes the back-propagation
via calculating the gradients and learning the heterogeneous binary
mask. Although learning the mask incurs extra computation over-
head, each device can learn a compact local model by leveraging
the learned mask. Performing back-propagation on the compact
model reduces the computation cost compared to the operations on
the original local model. Since the overhead of learning the mask
via pruning is negligible compared to that of performing back-
propagation, the computation cost is thus significantly reduced.
Moreover, since transmitting the binary mask is significantly more
efficient than transmitting the local model, the communication
cost is also reduced. As a result, the total cost of FL training is
significantly reduced.

At the core of FedMask, each device learns a heterogeneous and
structured sparse binary mask. In particular, before initializing local
model training, each device first determines a heterogeneous struc-
ture of the binary mask using a pruning method based on the local
data, and then optimizes the binary mask with a structured sparsity
regularization. Such binary mask is then element-wisely applied
to the local model weights to generate a sparse model for each
device and the computation cost for both training and inference are
reduced. Since only the binary mask (i.e., 1 bit per element) of each
device is communicated in FedMask, the communication cost can be
significantly reduced compared to transmitting the weights (i.e., 32
bits per element) of each local model. As data distributions across
different devices are non-IID, the learned binary masks are hetero-
geneous across devices. Such heterogeneity embeds personalized
information of the data distribution on each device.
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System Implementation and Evaluation Results. We imple-
mented FedMask and conducted extensive experiments to evaluate
its performance. In particular, we applied FedMask to build three
representative FL applications on mobile phones: image classifi-
cation, human activity recognition, and next-character prediction.
We have compared FedMask against five competitive and status
quo FL methods as our baselines. Our results show that:

• Compared to the baseline methods, FedMask improves in-
ference accuracy by 2.43%-28.47% while reducing communi-
cation cost by 32.25×-34.48× and saving 1.37×-2.44× com-
putation cost during training.
• At runtime, the structured sparse and personalized model
generated by FedMask significantly outperforms those trained
with the baseline methods. FedMask achieves up to 1.56×
speedup in inference latency while reducing as much as
39.87% memory footprint and 1.78× energy consumption.

Summary of Contributions. To the best of our knowledge, Fed-
Mask represents the first framework that jointly improves the com-
munication and computation efficiency of personalized FL in a
unified manner. Table 1 provides a comparison between FedMask
and status quo FL methods. FedMask proposes a series of novel
techniques that effectively address the limitations of status quo
methods. In particular, FedMask differs from Top-𝑘 and Per-FedAvg
as it improves the communication efficiency and achieves personal-
ization simultaneously. Compared to LG-FedAvg, FedMask achieves
personalization in a single step without local fine-tuning. Most
importantly, FedMask is the only FL framework that takes the opti-
mization of computation efficiency into consideration. We believe
our work represents a significant step towards enhancing the effi-
ciency of FL systems.

2 BACKGROUND AND MOTIVATION
We begin with introducing the background of FL and the need
for personalization. We then show the necessity of simultaneously
reducing computation and communication cost in FL as well as
the limitations of the status quo approaches, which are the key
motivation of our work.

2.1 Background on Federated Learning and the
Need for Personalization

Federated learning enables decentralized training without sharing
local data [53]. FedAvg [42] is one of the most widely used FL
methods. As presented in FedAvg, there is a central server and a
number of devices acting as clients. At each communication round,
a subset of the devices are selected. Each selected device performs
training using local data with the same learning rate and number of
local epochs to train a local model. Each local model is updated using
stochastic gradient descent (SGD). The devices then transmit their
local model updates to the central server, where these local model
updates are averaged and the global model is updated accordingly.
Finally, the global model is sent back to each device. In practice,
the distribution of the data across the devices is inherently non-IID.
Such statistical heterogeneity makes it difficult to train a shared
global model that can be well generalized for all devices [35, 42].
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Figure 2: Comparison of communication cost between
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Figure 3: Training cost with different numbers of local
training epochs.

Hence, personalization becomes necessary to handle the challenges
posed by statistical heterogeneity.

2.2 Communication Constraint
Communication cost is a key bottleneck for FL. LG-FedAVg [37] is a
state-of-the-art FL method that attempts to reduce communication
cost and achieve personalization simultaneously. We conduct exper-
iments to investigate how significantly the communication cost is
reduced by LG-FedAvg compared with FedAvg. In this experiment,
we apply FedAvg for training on CIFAR-10 for 2,000 epochs with 5
local epochs and adopt the VGG16 [48] and Inception-v4 [52] as the
default model configurations. We assume the available bandwidth
is 10 MB/s for each device. As Figure 2 shows, it takes 59.67 hours
and 19.11 hours in terms of communication cost when applying
FedAvg to train the VGG16 and Inception-v4, respectively. Unfortu-
nately, such a high communication cost is unaffordable for mobile
devices. Applying LG-FedAvg can reduce the communication cost
to 45.95 hours and 14.39 hours accordingly, indicating 1.30× and
1.33× communication cost reductions. However, such an improve-
ment of communication efficiency is not significant enough because
the communication cost is still too high to be affordable for mobile
devices. Therefore, we aim to push the state-of-the-art forward, i.e.,
to reduce communication cost by an order-of-magnitude compared
to LG-FedAvg.
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2.3 Computation Constraint
Besides communication cost, computation cost is another critical
challenge for FL. As presented in FedAvg [42], the number of local
epochs is a crucial hyperparameter for convergence. Specifically,
performing more local epochs requires more local computation
efforts but reduces communication cost. However, a larger number
of local epochs may lead to divergence because each local model
may be updated towards the optima of its local objective which is
opposed to the global objective when performing more local epochs.
We conduct experiments to investigate the bottleneck of FL training
by dividing the total training cost into communication cost and
computation cost. In our experiment, we keep the same setting as
the experiment settings in §2.2 but use various local epochs of 1, 5
and 10. In addition, we only adopt VGG16 as the default model con-
figuration for training. As Figure 3 shows, performing more local
epochs results in higher local computation cost but less communi-
cation cost. For example, when performing 10 local epochs on each
device, the computation cost becomes the bottleneck of FL training,
i.e., computation cost accounts for 63% of the total training cost. If
each device performs less local epochs, the communication cost will
become the bottleneck of FL training. For example, communication
cost comprises 86% of the total training cost when performing one
local epoch on each device. However, the optimal number of local
epochs is task-dependent and we need to tune this parameter based
on the specific learning task. Therefore, it is necessary to reduce
both communication and computation costs to improve the training
efficiency. FedMask is designed to achieve this purpose.

3 FEDMASK DESIGN

3.1 Overview
Figure 4 depicts an overview of the proposed FedMask framework.

At the initialization stage, the central server randomly initializes
a model and then distributes it to the participating devices. To sup-
port learning personalized models under statistically heterogeneous
settings, each device learns a heterogeneous binary mask via the
proposed one-shot pruning method ( 1 ).

In each communication round, a set of devices is randomly se-
lected to participate in FL training. Optimizing the masks while
keeping the model parameters unchanged has been proved to be
an effective alternative of model training [60]. Therefore, instead
of optimizing local model parameters, in FedMask, each device
optimizes the binary mask with a structured sparsity regularization
while freezing the parameters of local model ( 2 -a). As such, only
the optimized binary masks are transmitted from the devices to
the central server ( 2 -b). Compared to FedAvg where local model
parameter updates (32 bits per element) are communicated, trans-
mitting binarymasks can save about 97% of the communication cost,
which is a significant improvement on communication efficiency.

The central server performs the aggregation on the received
binary masks. The aggregation strategy is specifically designed
such that only the elements that are overlapped across the binary
masks of the devices are aggregated while keeping non-overlapping
elements unchanged ( 3 -a). In doing so, the personalization of the
binary masks is preserved and the updated binary masks will be
sent back to each device ( 3 -b).
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Figure 4: Overview of FedMask framework.

The above process ( 2 - 3 ) repeats until reaching a predefined
number of communication rounds.

Finally, the binarymaskwill be elementwise applied to the frozen
parameters to generate a personalized and structured sparse model
( 4 ). Since performing the feedforward and back-propagation com-
putation over the structured sparse model is much more efficient
compared to the original dense model, the computation efficiency
for both training and inference is significantly improved as well.

3.2 Design Challenges
The design of FedMask has three key challenges.
Challenge#1: How to jointly improve communication and
computation efficiency? In FedMask, the key to jointly improv-
ing communication and computation efficiency is the binary masks.
In classical FL methods, each device optimizes local model weights
using their local data via SGD. In contrast, as illustrated in Figure 4,
FedMask aims to optimize the binary masks other than local model
parameters and only transmits the optimized binary masks to the
central server. Therefore, we need to design a training method to
optimize the binary mask such that the performance of combin-
ing the learned binary mask and the frozen local model is at least
comparable to that of directly optimizing local model parameters.
However, directly applying existing back-propagation algorithms
like SGD is technically infeasible because elements of the mask are
in binary values and 0 values will stop passing corresponding gradi-
ents backward. Hence, we need to design a novel training method
for the binary mask. Furthermore, if we optimize the binary mask
without any constraints, combining the learned binary mask and
the frozen local model may lead to non-structured sparsity, which
is not hardware-friendly to improve computation efficiency [55].
Challenge#2: How to incorporate personalization for each
device? In FedMask, the key to incorporating personalization is
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the construction of heterogeneous binary masks which embed per-
sonalized information of local data distribution into the structure
of each device’s own binary mask. Pruning is a natural option
to obtain data-dependent structure of the binary mask. However,
existing pruning methods are designed for model weights with
floating-point values rather than for masks with binary values. As
such, they cannot be directly applied to binary masks in FedMask.
We need to design a pruning method for generating heterogeneous
binary masks to incorporate personalization for each device.
Challenge#3:How to aggregate heterogeneous binarymasks
on the central serverwhile preserving personalization?Com-
pared to classical FL methods, there are two key differences in the
aggregation on the central server in FedMask: (1) the aggregation
is operated on binary masks instead of model parameters; (2) these
binary masks are heterogeneous rather than the same model ar-
chitecture. Therefore, existing aggregation strategies cannot be
directly applied. Designing an aggregation strategy for heteroge-
neous binary masks while preserving personalization represents
another challenge.

Addressing the above challenges is not trivial. With careless
design, heterogeneous binary masks cannot be effectively learned
to represent personalized information while jointly improving com-
munication and computation efficiency, and the aggregation may
destroy the personalized information embedded in the heteroge-
neous structure of the binary masks.

In the remainder of this section, we first present the preliminaries
on binary mask optimization in §3.3, which lays the foundation for
the proposed techniques in FedMask. We then elaborate the key
techniques we have developed in FedMask in §3.4 ( 1 ), §3.5 ( 2 ),
§3.6 ( 3 ), and §3.7 ( 4 ).

3.3 Binary Mask Optimization
The key difference between FedMask and existing FL methods
is that each device learns a heterogeneous binary mask and only
transmit such binary mask to the central server. Learning the binary
mask while freezing the model parameters is the foundation of our
proposed techniques in FedMask. Therefore, we first present the
preliminaries on binary mask optimization in this section.

Figure 5: The process of masking weight.

For simplicity, we take the fully connected layer as an example
to illustrate our proposed binary mask optimization method. Note
that this method can also be easily applied to other types of layers
(e.g., convolutional layers) in DNNs. For ease of notation, the bias
term is ignored. A typical fully connected layer can be defined as
𝑦 =𝑊 · 𝑥 , where 𝑦 ∈ R𝑚 is the output, 𝑥 ∈ R𝑛 is the input, and
𝑊 ∈ R𝑚×𝑛 denotes the weight matrix of the fully connected layer.

Inspired by previous work [60], a mask based fully connected layer
can be composed by applying a binary mask𝑚 ∈ {0, 1}𝑚×𝑛 , which
has the same size as𝑊 , to the fixed weight matrix via element-
wise multiplication as illustrated in Figure 5. The mask based fully
connected layer can be formulated by Equation 2:

𝑦 = (𝑊 ⊙𝑚) · 𝑥, (2)
where ⊙ indicates the elementwise multiplication. However, it is
technically infeasible to apply existing optimization algorithms (e.g.,
SGD) to𝑚 due to its binary value. Therefore, we introduce a real-
valued mask𝑚𝑟 ∈ R𝑚×𝑛 to design the binary mask optimization
algorithm. In the feedforward step,𝑚𝑟 is binarized to𝑚 using a
threshold function, which is defined as Equation 3.

𝑚𝑖 𝑗 =

{
1, 𝑚𝑟

𝑖 𝑗
≥ 𝜏

0, 𝑚𝑟
𝑖 𝑗

< 𝜏
, (3)

where𝑚𝑖 𝑗 represents the element located in 𝑖th row and 𝑗 th column
of𝑚. In the back-propagation step, the gradients of𝑚 are calculated
using Equation 4.

𝜕𝐿

𝜕𝑚
=

(
𝜕𝐿

𝜕𝑦
· 𝑥𝑇

)
⊙𝑊, (4)

Because the threshold function is non-differentiable, the existing
method [60] directly applies the gradients of𝑚𝑟 to that of binary
mask𝑚 as shown in Equation 5.

𝜕𝐿

𝜕𝑚𝑟
=
𝜕𝐿

𝜕𝑚
, (5)

Even though this strategy can realize the optimization of𝑚𝑟 and
𝑚, it may cause a huge gradient scale variance which will impair
the optimization of𝑚𝑟 [9]. To reduce this gradient variance, we
incorporate a sigmoid function denoted as 𝜎 (·), to approximate the
binarization from𝑚𝑟 to𝑚 during local training by Equation 6.

𝑚𝑖 𝑗 = 𝜎

(
𝑚𝑟
𝑖 𝑗

)
. (6)

By introducing the differentiable sigmoid function instead of the
hard threshold function, the gradients of𝑚 can be back-propagated
to𝑚𝑟 as shown in Equation 7:

𝜕𝐿

𝜕𝑚𝑟
= Ψ ⊙ 𝜕𝐿

𝜕𝑚
, (7)

where Ψ represents the gradient matrix of the sigmoid function
and its values are explicitly calculated by Equation 8:

Ψ𝑖 𝑗 =𝑚𝑖 𝑗 · (1 −𝑚𝑖 𝑗 ). (8)
When transmitting 𝑚 to the central server and performing the
feedforward operation, the result from Equation 6 will be binarized
by applying a threshold function similar to Equation 3, and we set
the threshold as 0.5.

3.4 One-Shot Pruning for Mask Initialization
The first step of FedMask is to learn a heterogeneous binary mask
from each device’s local data at the initialization stage. To this end,
inspired by existing weight pruning methods [18, 24, 36], we design
a one-shot pruning method to learn the heterogeneous structure
using local data. Weight pruning [18] has been a popular technique
for model compression. By pruning parts of the model parameters,
the significant model parameters are preserved for preserving the
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performance. There were various methods to determine the signif-
icance of parameters, such as threshold [18], kernel sparsity and
entropy [36], filter importance [24], etc. However, existing methods
are designed for real-valued parameters, and thus they cannot be
directly applied to prune the binary mask in FedMask.

Since we have introduced the real-valued mask in the binary
mask optimization algorithm (§3.3), one naïve solution is to directly
apply existing weight pruning methods to the real-valued mask.
However, based on Equation 4 and Equation 7, the gradients of
real-valued masks are directly scaled by the values of fixed weight.
Therefore, using only the magnitude of real-valued masks is not a
fair criterion for pruning. Based on this observation, we design the
one-shot pruning method based on the combination of real-valued
masks and the fixed weights, i.e.,𝑊 ⊙𝑚𝑟 .

As described in §3.1, each device preserves the dense structure
of the top layers in the binary mask and only prunes the last sev-
eral layers which compose the classifier part. Instead of using the
absolute value after optimization, we use the absolute changing
value of𝑊 ⊙𝑚𝑟 to prune masks after optimization. We define the
pruning rate as 𝑝𝑟 , and the pruning procedure consists of two steps:
(1) devices update their real-valued masks for one epoch; (2) by
sorting the values of elements in𝑊𝑖 𝑗 ·𝑚𝑟

𝑖 𝑗
, the largest 𝑝𝑟 portion

of elements will be preserved, and the rest elements will be set
to zero and frozen. Local training is then performed based on the
heterogeneous binary mask.

3.5 Local Binary Mask Optimization
After performing the one-shot pruning at the initialization stage,
each device obtains a heterogeneous mask and can start to perform
local mask optimization in each round of FL. In particular, in each
round of FL, each device iteratively optimizes the binary mask using
local data while keeping local model parameters frozen, such that
the combination of the learned binary mask and fixed local model
parameters results in a model with desirable performance.

To improve computation efficiency on device in a hardware-
friendly way, we employ the structured sparsity regularization
during mask optimization to learn binary masks with structured
sparsity. We aim to achieve channel-wise and filter-wise sparsity
for convolutional layers, row-wise and column-wise sparsity for
fully connected layers. Suppose a network with 𝐿𝑐𝑜𝑛𝑣 convolu-
tional layers and 𝐿𝑓 𝑐 fully connected layers, the structured sparsity
regularization for the mask of this network is formulated as:

𝑅𝑔 (𝑚) = 𝑅𝑐𝑜𝑛𝑣 (𝑚) + 𝑅𝑓 𝑐 (𝑚),

𝑅𝑐𝑜𝑛𝑣 (𝑚) =
𝐿𝑐𝑜𝑛𝑣∑
𝑙=1
(
𝑁𝑙∑
𝑛𝑙=1
∥𝑚 (𝑙)𝑛𝑙 ,:,:,:∥𝑔 +

𝐶𝑙∑
𝑐𝑙=1
∥𝑚 (𝑙):,𝑐𝑙 ,:,:∥𝑔 ),

𝑅𝑓 𝑐 (𝑚) =
𝐿𝑓 𝑐∑
𝑙=1
(
𝑅𝑜𝑤𝑙∑
𝑟𝑜𝑤𝑙=1

∥𝑚 (𝑙)𝑟𝑜𝑤𝑙 ,:∥𝑔 +
𝐶𝑜𝑙𝑙∑
𝑐𝑜𝑙𝑙=1

∥𝑚 (𝑙):,𝑐𝑜𝑙𝑙 ∥𝑔 ),

(9)

where ∥.∥𝑔 is the group Lasso [55], ∥𝑚 (𝑔) ∥𝑔 =

√
|𝑚 (𝑔) |∑
𝑖=1
(𝑚 (𝑔)

𝑖
)2,

|𝑚 (𝑔) | is the number of parameters in 𝑚 (𝑔) . After applying this

structured sparsity regularization, the training loss for mask opti-
mization is formulated as:

𝐿(𝑚) = 𝐿𝐷 (𝑚) + 𝜆𝑅𝑅𝑔 (𝑚) (10)

where 𝐿𝐷 (𝑚) is the loss on data and 𝜆𝑅 is the coefficient of struc-
tured sparsity regularization.

To demonstrate the effectiveness of our proposed method, we
conduct experiments to compare the performance between the
model learned by applying our mask based method and the one
trained via directly optimizing the model parameters. In this ex-
periment, the models are trained locally without considering the
federated fashion. In particular, for each method, we train a 2-
layer convolutional network (CNN), a 3-layer multilayer percep-
tron (MLP), and a 1-layer long short-term memory (LSTM) using
MNIST. The structured sparsity regularization coefficient 𝜆𝑅 is set
as 2𝑒 − 4 for each network. The test accuracy is reported in Table
2. Although there is only tiny performance drop on the CNN and
MLP when applying our proposed method, the performance of the
LSTM decreases significantly.

Table 2: Accuracy comparison of the training method:
optimizing model parameters vs. optimizing binary masks.

Method CNN MLP LSTM

optimizing model parameters 97.15% 96.59% 96.35%
optimizing binary masks 96.85% 96.07% 89.23%

To investigate the reason of performance drop on the LSTM, we
look into the formulation of the mask based LSTM. LSTM [22] is
explicitly designed to address the long-term dependency problem
caused by traditional recurrent neural networks (RNNs). As same
as other RNNs, LSTM has a chain-like structure. However, besides
hidden signal ℎ𝑡 , the cell state 𝑐𝑡 is also involved in the information
flow through the chain. In addition, different from the simple RNNs
having a single neural network layer, LSTM has four units:𝑊𝑖 ,
𝑊𝑓 ,𝑊𝑔 ,𝑊𝑜 . These four units are interconnected in a specific way
described as Equation 11.



𝑖𝑡 = 𝜎 (𝑊𝑖 [𝑥𝑡 , ℎ𝑡−1])
𝑓𝑡 = 𝜎

(
𝑊𝑓 [𝑥𝑡 , ℎ𝑡−1]

)
𝑔𝑡 = 𝑡𝑎𝑛ℎ

(
𝑊𝑔 [𝑥𝑡 , ℎ𝑡−1]

)
𝑜𝑡 = 𝜎 (𝑊𝑜 [𝑥𝑡 , ℎ𝑡−1])
𝑐𝑡 = 𝑓𝑡𝑐𝑡−1 + 𝑖𝑡𝑔𝑡
ℎ𝑡 = 𝑜𝑡 𝑡𝑎𝑛ℎ (𝑐𝑡 )

(11)

Based on the above formulation of LSTM, the mask based LSTM
is composed by applying binary masks to all the four units, which
is defined as Equation 12.
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Figure 6: Expressiveness decay accumulated through the
computation flow in LSTM.



𝑖𝑡 = 𝜎 ((𝑊𝑖 ⊙𝑚𝑖 ) [𝑥𝑡 , ℎ𝑡−1])
𝑓𝑡 = 𝜎

((
𝑊𝑓 ⊙𝑚𝑓

)
[𝑥𝑡 , ℎ𝑡−1]

)
𝑔𝑡 = 𝑡𝑎𝑛ℎ

( (
𝑊𝑔 ⊙𝑚𝑔

)
[𝑥𝑡 , ℎ𝑡−1]

)
𝑜𝑡 = 𝜎 ((𝑊𝑜 ⊙𝑚𝑜 ) [𝑥𝑡 , ℎ𝑡−1])
𝑐𝑡 = 𝑓𝑡𝑐𝑡−1 + 𝑖𝑡𝑔𝑡
ℎ𝑡 = 𝑜𝑡 𝑡𝑎𝑛ℎ (𝑐𝑡 )

(12)

where 𝑚𝑖 , 𝑚𝑓 , 𝑚𝑔 and 𝑚𝑜 represent the corresponding binary
masks of the four units in LSTM accordingly. Even though the
performances drop of the mask based CNN and MLP is neglectable,
the expressiveness of mask based DNN models is limited compared
to ones than trained by directly optimizing model parameters. How-
ever, this expressiveness reduction will be even worse in LSTM,
because it will be accumulated through the nested mask structure
as presented in Equation 12. Such an accumulated expressiveness
reduction results in the significant performance drop of LSTM. To
further illustrate the accumulated expressiveness reduction, we
define the expressive ability of a real-valued unit that is directly
optimized as 𝜇, and the expressiveness decay of a masked unit as 𝜖
and 𝜖 < 1. Then, during one feedforward process, the expressive-
ness of the mask based LSTM will be decayed to (1 − 𝜖)3𝜇3, where
the expressiveness decay is accumulated to 1 − (1 − 𝜖)3 when the
information flow passes through ℎ𝑡−1 to ℎ𝑡 as shown in Figure 6.

To reduce the expressiveness decay in LSTM, we can remove the
binary mask from either of𝑊𝑜 ,𝑊𝑔 , and𝑊𝑖 . In doing so, the expres-
siveness decay can be reduced to 1 − (1 − 𝜖)2 with only about 25%
additional communication cost. It is not useful to remove the binary
mask of𝑊𝑓 , because this cannot help to reduce the expressiveness
decay. Such an observation is demonstrated by empirical results in
Table 3. Based on this key observation, we design a partial mask
for LSTM where the mask based optimization is applied to𝑊𝑓 ,𝑊𝑔 ,
and𝑊𝑖 , but directly optimizing the real-value𝑊𝑓 .

Table 3: Accuracy comparison between different masking
strategy on LSTM (dataset: MNIST).

Strategy Accuracy (%)

LSTM 96.35
LSTM+Mask 89.23
LSTM+Mask+𝑊𝑓 real 91.13
LSTM+Mask+𝑊𝑝 real 94.53
LSTM+Mask+𝑊𝑜 real 95.25
LSTM+Mask+𝑊𝑖 real 94.85

Figure 7: Mask aggregation process.

After the local mask optimization, devices transmit the learned
binary masks to the central server, where the aggregation is per-
formed on these binary masks.

3.6 Aggregate Heterogeneous Binary Masks
Most FL methods perform the aggregation using the averaging
strategy from FedAvg [42]. However, the aggregation is performed
on binary masks rather than real-valued local updates in FedMask.
Moreover, binary masks are heterogeneous across devices, which
means not all the elements are overlapped across binary masks.
Thus, we cannot simply apply the averaging strategy to perform
the aggregation in FedMask.

When designing the aggregation strategy, our goal is to max-
imally retain the personalized information embedded in hetero-
geneous binary masks. To achieve this goal, we propose a mask
aggregation scheme where each element in binary masks is aggre-
gated independently. As Figure 7 shows, the central server only
performs the averaging aggregation on elements that appear in two
or more binary masks. Then, the central server updates these ele-
ments in corresponding binary masks using the aggregated value.
For the elements that are not shared among binary masks, the cen-
tral server keeps them unchanged without performing aggregation.
Finally, the updated binary masks with preserved heterogeneous
structures will be sent back to devices accordingly. Figure 8 shows
an example of the personalization-preserving mask aggregation.
In this example, only the first channel of Device 𝑖 (in yellow) and
Device 𝑗 (in blue) are intersected, and hence the mask of these two
channels are averaged by the proposed aggregation scheme (in
green). Because the third channel of Device 𝑗 is pruned, there is
no intersection of the third channel between Device 𝑖 (in yellow)
and Device 𝑗 (in white). Therefore, the mask of the third channel of
Device 𝑖 will not be changed.

3.7 Final Personalized Model Generation
As the final step, as illustrated in Figure 9, once the training of the
heterogeneous binary masks is finished, the heterogeneous binary
mask of each device is elementwise applied to the frozen local model
to generate the personalized model. In addition to addressing the
statistical heterogeneity, the heterogeneous binary mask results in
a more sparse local model such that both the communication and
computation cost can be further reduced.
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Putting All the Pieces Together: we summarize the complete
FedMask framework in Algorithm 1.

4 EVALUATION
4.1 Applications, Datasets, and Models
To demonstrate the generality of FedMask across applications, we
apply FedMask to build three representative mobile AI applications
that benefit significantly from FL. The information of the datasets
that are applied to build these applications is summarized in Table 4.
We follow the non-IID configurations in [33] to build the non-IID
datasets in FL.
Application#1: Image Classification (IC). Image classification
is a popular computer vision application to classify images into
categories. With the increasing computation capabilities on device,
image classification has become attractive to be deployed on mobile
devices. In this work, we use VGG16[48] as the base model for train-
ing. We use EMNIST [8] and CIFAR10 [31] datasets to develop two

Algorithm 1: FedMask.
Data: (𝐷1, . . . , 𝐷𝑁 ) where 𝐷𝑘 is the local data on 𝑘th device
Server Executes:

1 initialize the global model𝑊
2 initialize the global mask𝑚0

3 𝑆 ← {𝐶1, . . . ,𝐶𝑁 }
4 for 𝐶𝑘 ∈ 𝑆 in parallel do
5 download𝑊 from the central server
6 𝑚𝑘 ← ClientPruning(𝐶𝑘 ,𝑚0) /* 1 in Figure 4 */

7 for each round 𝑇 = 1, 2, . . . do
8 𝑘 ← max(𝑁 × 𝐾, 1) /* 𝑁 available devices,

random sampling rate 𝐾 */

9 𝑆𝑡 ← {𝐶1, . . . ,𝐶𝑘 } /* the selected 𝑘

participating devices indexed by 𝑘 */

10 for 𝐶𝑘 ∈ 𝑆𝑡 in parallel do
11 𝑚𝑇+1

𝑘
← ClientUpdate(𝐶𝑘 ,𝑚𝑇 ⊙𝑚𝑘 ) /* 2 -a and

3 -b in Figure 4 */

12 𝑚𝑇+1 ← (aggregate {𝑚𝑇+1
𝑘
}) /* using the proposed

personalization-preserving aggregation
( 3 -a in Figure 4) */

ClientUpdate (𝐶𝑘 ,𝑚𝑇
𝑘
):

13 𝑚𝑟 ← (initialize a real-valued mask using𝑚𝑇
𝑘
)

14 B ← (split local data 𝐷𝑡𝑟𝑎𝑖𝑛
𝑘

into batches);
15 for each local epoch 𝑖 from 1 to 𝐸 do
16 for batch 𝑏 ∈ B do
17 𝑚𝑟 ←𝑚𝑟 − 𝜂∇𝑚𝑟 𝐹𝑘 (𝑊 ⊙ 𝜎 (𝑚𝑟 );𝑏) /* 𝜂 is the

learning rate, 𝐹𝑘 (·) is the loss
function */

18 𝑚𝑇+1
𝑘
← 𝜎 (𝑚𝑟 ) /* binarize 𝑚𝑟 with threshold 0.5

*/
19 return𝑚𝑇+1

𝑘
to server /* 2 -b in Figure 4 */

ClientPruning (𝐶𝑘 ,𝑚):
20 𝑚𝑟 ← (initialize a real-valued mask using𝑚)
21 B ← (split local data 𝐷𝑡𝑟𝑎𝑖𝑛

𝑘
into batches);

22 for batch 𝑏 ∈ B do
23 𝑚𝑟 ←𝑚𝑟 − 𝜂∇𝑚𝑟 𝐹𝑘 (𝑊 ⊙ 𝜎 (𝑚𝑟 );𝑏) /* 𝜂 is the

learning rate, 𝐹𝑘 (·) is the loss function */

24 𝑚𝑟 ← (prune𝑚𝑟 by preserving the largest 𝑝𝑟 portion of
elements in |𝑊𝑖 𝑗 ·𝑚𝑟

𝑖 𝑗
|)

25 𝑚𝑘 ← 𝜎 (𝑚𝑟 ) /* binarize 𝑚𝑟 with threshold 0.5 */

26 return𝑚𝑘 to server

image classification applications, i.e., IC-CIFAR10 and IC-EMNIST.
EMNIST is a handwriting image classification dataset grouped by
the writers, and hence we can naturally distribute one writer’s
images to one device. In this application, we sample 2414 writers’
data and distribute them to devices. For CIFAR10, each device holds
2-class data and this two classes can be varied across devices. In
addition, the data volume of each class is unbalanced on a device.
The test data also follows the same distribution as the training data
on each device.
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Table 4: Statistical information of datasets.

Dataset Number of
devices

Average
samples per

device
Classes Non-IID

EMNIST [8] 2414 232.8 64 ✓
CIFAR10 [31] 400 25 10 ✓
HAR [3] 30 364.3 6 ✓
Shakespeare [42] 1129 3743.2 80 ✓

Application#2: Human Activity Recognition (HAR). Human
activity recognition has become an attractive feature for smart-
phones using data collected from different types of on-board sen-
sors, such as accelerometer, gyroscope, etc. This application is devel-
oped for recognizing various activities performed by a user based
on the sensor data. In this work, we use HAR [3] dataset to build
this application. HAR collects smartphone accelerometer and gy-
roscope data from 30 individuals, including six labeled activities:
walking, walking-upstairs, walking-downstairs, sitting, standing,
and lying-down. We naturally distribute each individual’s data
to one smartphone. We employ a 3-layer fully connected neural
network to recognize human activities.
Application#3: Next-Character Prediction (NCP). Next-chara-
cter prediction is a very practical application on smartphones, e.g.,
text auto-completion in the virtual keyboard. This application aims
to predict what character comes next given then current input. We
apply Shakespeare [42] dataset to develop this application. This
dataset is built on The Complete Works of William Shakespeare by
separately extracting different roles’ dialogues. In this dataset, the
dialogues are distributed to devices according to the speaking role.
We build an RNN constructed by an 8-D encoder, including two
LSTM layers and three fully connected layers, as the base model
for this application.

4.2 System Implementation
We implemented three FL applications on NVIDIA Jetson TX2 and
Raspberry Pi 4. The central server is equipped with an Intel Xeon
E5-2630@2.6GHz and 128G RAM. We used Monsoon power mon-
itor [44] to measure the power consumption at runtime. For the
baselines and FedMask, we adopt a FL protocol which randomly
feeds 20 data shards that are partitioned as described in Table 4 to
each smartphone in each communication round, i.e., 20 participat-
ing devices per communication round. Each participating device
performs 5 local training epochs for one communication round. For
FedMask, we apply the proposed one-shot mask pruning method to
the last 8 layers of VGG16 and the last 2 layers of the base models
for HAR and NCP. In addition, we set the pruning rate 𝑝𝑟 as 0.2,
which means only 20% of mask elements are preserved in those
pruned layers.

4.3 Experimental Setup

Baselines. To comprehensively evaluate the performance of Fed-
Mask, we compare FedMask against six baselines:
• Standalone trains a model using local data only on each
device without collaborations between devices. Note that
there will be no communication cost for Standalone method.

To make fair comparisons, we provide the same total train-
ing time for Standalone method and FedMask, i.e., the total
number of local training epochs in Standalone method will
be greater than that of FedMask.
• FedAvg [42] is the most classical FL method and has been
applied to commercial products [7]. Devices communicate
updated local parameters to the central server and download
the aggregated global model for continuous local training.
• Top-k [1] is a sparsification method to compress the com-
municated gradients by selecting the largest 𝑘 elements of
the gradients. Here we set 𝑘 as 10%.
• BNN-FedAvg applies FedAvg to train a Binary Neural Net-
work (BNN) [25], which is an inherently sparse model with
binary weights. We use the same configurations of BNN as
presented in [25]. Similar with FedMask, the parameters com-
municated between devices and the server in BNN-FedAvg
are also binary. However, the optimization is actually per-
formed on real-value parameters during local training on
each device. Therefore, it is necessary to map the real-value
parameters to the binary ones before transmit these parame-
ters to the server and convert them back after receiving the
updated binary parameters from the server.
• Per-FedAvg [13] incorporates MAML [15], which is a pop-
ular meta-learning method, into FedAvg for personalization.
• LG-FedAvg [37] is the state-of-the-art FL method that en-
ables personalization and improves communication efficiency
but not computation efficiency.

In addition, for each application, we adopt the same base model
configuration for each baseline method as FedMask. We also apply
the same training settings and data configurations as FedMask to
baseline methods, the results are reported after the same number
of training epochs except for Standalone.
Evaluation Metrics.We evaluate both training and runtime per-
formance of FedMask using two sets of metrics:

• Metrics for Training Performance: (1) inference accuracy:
we evaluate the inference accuracy on each device’s test data,
and report the average accuracy over all devices for evalua-
tions; (2) communication cost: we measure the time cost of
communication including both uploading and downloading
during training, and normalize it as the ratio to the commu-
nication time of FedAvg as reported communication cost; (3)
computation cost: we measure the time cost for computation
performed on devices of 2000 training epochs, and normalize
it as the ratio to the computation time of FedAvg. We report
the normalized computation time as the computation cost.
• Metrics for Runtime Performance: (1)memory footprint:
we measure the memory footprint of different applications
on device, and calculate the memory footprint reduction; (2)
inference time: we measure the average time cost of perform-
ing one inference and report the inference time reduction
percentage; (3) energy consumption: we measure the average
energy consumption per inference and calculate the energy
consumption saving percentage.
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Figure 10: Comparison between FedMask and baselines in
inference accuracy-communication cost space.

4.4 Training Performance
Inference Accuracy vs. Communication Cost: We compares
FedMaskwith the baselines in terms of the accuracy-communication
tradeoff. The results in Figure 10 demonstrate that FedMask is able
to achieve a large gain in inference accuracy with a significant
reduction on communication cost.

First, compared to LG-FedAvg, FedMask is able to improve in-
ference accuracy and communication efficiency simultaneously. In
particular, FedMask improves inference accuracy by 5.97%, 1.97%,
0.43%, and 1.49% on IC-CIFAR10, IC-EMNIST, HAR, and NCP, re-
spectively. Besides, it also reduces 25.64×, 24.39×, 25.64×, 25× com-
munication cost in these applications, respectively.

Second, FedMask is able to dramatically reduce communication
cost compared to Per-FedAvg that is specifically designed for per-
sonalization. In particular, FedMask reduces 32.25×, 31.25×, 34.48×,
32.25× communication cost on IC-CIFAR10, IC-EMNIST, HAR, and
NCP, respectively. More surprisingly, FedMask also achieves a sub-
stantial improvement in inference accuracy. FedMask increases
inference accuracy by 3.17%, 0.96%, 0.12%, and 1.09%, respectively.

Third, compared to Top-k which is proposed for reducing com-
munication cost, FedMask obtains a larger saving in communication
cost. Specifically, FedMask offers 3.33×, 3.35×, 3.33×, 3.36× savings
in communication cost on IC-CIFAR10, IC-EMNIST, HAR, and NCP,
respectively. More important, FedMask increases inference accu-
racy by 28.47%, 8.17%, 2.43%, and 8.09%, respectively.

Forth, compared to BNN-FedAvg which also transmits binary
parameters between devices and the server, FedMask does not sig-
nificantly outperform BNN-FedAvg on communication efficiency.
However, FedMask considerably increases inference accuracy by
61.23%, 36.66%, 10.2%, and 33.47% compared to BNN-FedAvg, re-
spectively.
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Figure 11: Comparison between FedMask and baselines in
computation cost space.
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Figure 12: The impact of the number of participating
devices on FedMask performance.

As FedAvg is a general FL method, which is designed without
any specific optimizations for communication and personalization,
it is not surprise that FedMask significantly outperforms FedAvg
in terms of both inference accuracy and communication cost. In
addition, although Standalone does not pay for any communication
cost, FedMask shows substantially better performance compared to
Standalone due to exploiting all the local data rather than training
the model using only limited training samples on each device.
High Computation Efficiency: Figure 11 illustrates the compar-
ison of computation cost between FedMask and the baselines. Note
that all the baselines consume the same computation cost when
the same base model and training strategy is applied. As Figure 11
shows, due to the structured sparsity, FedMask is more computation
efficient in all the applications compared to the baselines. Specifi-
cally, FedMask can save 2.42×, 2.53×, 3.02×, and 1.23× computation
cost on IC-CIFAR10, IC-EMNIST, HAR, and NCP, respectively.

4.5 FL Hyper-Parameter Evaluation
Number of Participating Devices:We evaluate the impact of the
number of participating devices in each communication round on
the FedMask performance. We conduct experiments on IC-EMNIST,
IC-CIFAR10, NCP, and vary the number of participating devices
with {20, 40, 80}. As Figure 12 illustrates, the inference accuracy
slightly increases with a larger number of participating devices in
each communication round. For example, the inference accuracy on
IC-CIFAR10 increases by 1.67% when the number of participating
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Figure 13: The impact of data volume and balance rate on
FedMask performance (IC-CIFAR10).

devices increases from 20 to 80. However, such a larger number
of participating devices consumes 4× communication cost, which
diminishes the benefit of the slight accuracy improvement.
Data Volume and Unbalance Rate: The volume of Data on de-
vices is a critical parameter that significantly impacts the perfor-
mance of FL methods. In practice, there exist some challenging sce-
narios where the data volume is extremely limited. Besides limited
data, it is also common that data on a device shows unbalance across
different classes. The limited and unbalanced data raise challenges
for FL methods to train personalized models achieving equally high
performance on different classes. To evaluate the impact of data
volume and the degree of unbalance on FedMask performance,
we conduct experiments on IC-CIFAR10. In this experiment, each
device holds 2-class data, and we define balance rate as the ratio
between the data volume of one class and the counterpart of the
other class. Therefore, the lower value of balance rate indicates the
higher degree of unbalance. We vary the volume of data with {5, 10,
20} and the balance rate with {1, 0.75, 0.5, 0.25}. Note that the data is
balanced when setting the balance rate as 1. As Figure 13 illustrates,
given the same volume of data, the inference accuracy has a slight
drop when the balance rate becomes smaller. For example, with
setting the data volume as 20 samples/class, the inference accuracy
decreases from 82.33% to 81.37% when varying the balance rate
from 0.75 to 0.5. In addition, given the same balance rate, the infer-
ence accuracy slightly degrades with a decreasing volume of data.
For example, with setting the balance rate as 0.75, the inference
accuracy decreases by only 0.72% when changing the data volume
from 10 samples/class to 5 samples/class. The results demonstrate
that FedMask can also effectively handle very challenging settings.

4.6 Runtime Performance
Reduction of Memory footprint: One key feature of FedMask is
applying the binary mask to frozen weights to compose the struc-
tured sparse and personalized model for deployment. To quantify
the benefit of sparsity on reducing memory footprint, we compare
the model size between the model learned by FedMask and the ones

Table 5: Memory footprint reduction of FedMask.

Application
FedMask
Model Size

(MB)

Baseline
Model Size

(MB)

BNN-FedAvg
Model Size

(MB)

IC-CIFAR10 365.30 537.21 16.78
IC-EMNIST 364.72 538.09 16.82
HAR 2.69 4.41 0.14
NCP 0.92 1.53 0.05
All Included 733.63 1081.24 33.79
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Figure 14: Comparison between FedMask and the baselines
on inference time.

trained using the baselines. Note that the models learned using the
baselines are dense neural networks and share the same model size.

Table 5 lists comparison of the memory footprint across all the
applications. It is obvious that BNN-FedAvg achieves the largest
memory reduction, because it only consumes 1/32 memory us-
age compared to the other baseline methods, i.e., 1 bit for one
parameter in BNN-FedAvg but 32 bits for one parameter in the
other methods. Unfortunately, as presented in Figure 10, the ac-
curacy of BNN-FedAvg is too low to be applicable for real-world
applications. Compared to the other baselines, FedMask is able to
significantly reduce the memory footprint. For example, FedMask
can save 173.37MB on memory footprint in IC-MNIST, which is
equivalent to 32.2% of the memory footprint by the baseline model.
In addition, considering to deploy all the application applications
concurrently on smartphones, FedMask achieves 347.61MB mem-
ory footprint reduction in total, showing the strong applicability of
FedMask in practice.
Inference Speedup: The structured sparsity of the model learned
using FedMask also introduces a significant speedup on inference.
To quantify this benefit, we compare the average inference latency
between the model learned using FedMask and the ones trained
by the baselines. As Figure 14 illustrates, compared with the base-
lines, FedMask is able to achieve 1.56×, 1.53×, 1.47×, and 1.38×
inference speedup on IC-CIFAR10, IC-EMNIST, HAR, and NCP re-
spectively. Even though BNN-FedAvg shows a better improvement
on inference efficiency, but it is useless in practice due to its very
bad performance in terms of accuracy.
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Figure 15: Comparison between FedMask and the baselines
on energy consumption.

Reduction on Energy Consumption: Besides reducing memory
footprint and inference latency, FedMask also saves more energy
compared to the baselines. In this experiment, we compare the av-
erage energy consumption per inference across all the applications
between FedMask and the baselines. As Figure 15 shows, FedMask
is able to save 1.58×, 1.52×, 1.78×, and 1.65× energy consumption
on IC-CIFAR10, IC-EMNIST, HAR, and NCP respectively. Again,
BNN-FedAvg saves more energy consumption compared to Fed-
Mask, but the unsatisfactory performance in accuracy results in its
uselessness for real-world applications.

5 DISCUSSION
Defending Against Privacy Leakage. Privacy preservation is
the critical property offered by FL. Unfortunately, recent studies
have demonstrated that FL is vulnerable to various inference at-
tack, e.g., property inference attack [43] and model inversion at-
tack [16, 17, 61], due to sharing model updates or gradients. Recent
study [51] identify the essential cause of privacy leakage in FL –
data representations of each device’s local data are embedded in
communicated local model updates and such data representations
can be inferred to perform model inversion attacks. In FedMask,
only local binary masks are communicated between devices and
the central server, i.e., partial information of the local data has been
hidden. Therefore, FedMask may be potentially helpful for defend-
ing against the privacy leakage in FL, and we plan to investigate
the impact of FedMask on such defenses in the future work.
One Base Model for All. When a device needs to handle various
AI-related tasks, one common practice is to train and deploy an
individual model for each task. However, this will occupy a large
amount of storage space especially for deep neural networks, e.g.,
VGG19 requires 558.4 MB to store [19], leading to dramatically
decrease of available storage on device. However, we may be able
to leverage the mask-based learning mechanism in FedMask to
handle various tasks with only a single base model. In particular,
base on the same base model, we can learn a specific mask for each
task. We may need to slightly adjust the output layer of the base
model upon the requirements of learning tasks, but most layers
of the base model can be shared across tasks. Similar to FedMask,
we can obtain task-specific model by elementwise applying the
corresponding mask to the base model. In doing so, we only need
to store the shared base model and multiple binary masks, but the
storage cost of binary masks are significantly lower than storing

deep neural networks. We will explore this promising direction as
our future work.

6 RELATEDWORK
Communication-Efficient Distributed Deep Learning. Com-
munication cost is one the major bottlenecks of distributed deep
learning [42, 59]. Many works focus on improving the communica-
tion efficiency by reducing the volume of transmitted data (i.e., gra-
dient or weights). These prior arts can be divided into three classes:
(1) quantization methods [2, 6, 10, 23, 29, 47, 56, 57] compress com-
munication by reducing the number of bits of each element in the
transferred data; (2) sparsification methods [1, 12, 26] transmit only
a subset of elements in the communicated data; (3) hybrid methods
[5, 27, 38, 50] combine quantization with sparsification. Our work
also aims to reduce communication cost and our approach outper-
forms the state-of-the-art methods. Moreover, unlike existing data
compression methods, our proposed approach only communicates
binary masks (i.e., 1 bit per parameter) learned by devices.
Personalization for FL. Due to statistical heterogeneity (i.e., non-
IID data distribution across clients), it is necessary to adapt the
global model to achieve personalization [21]. Most existing works
achieve personalization in two separate steps that are associated
with extra overhead: 1) a global model is learned in a federated
fashion, and 2) the global model is fine-tuned for each client using
the local data. There are three primary categories of methods for
adapting global model to personalized models: local fine-tuning [13,
28, 30, 54], multi-task learning [49], and contextualization [41]. The
local fine-tuning is the dominant approach for personalization,
where each client tunes a global model using its own local data
with several gradient descent steps. In contrast, FedMask achieves
personalization using the heterogeneous binary mask in a single
step without the requirements of local fine-tuning.

7 CONCLUSION
In this paper, we present the design, implementation and evaluation
of FedMask, a FL framework that significantly improves commu-
nication and computation efficiency simultaneously. By applying
FedMask, each device learns a personalized and sparse DNN model
rather than a shared global model. Instead of directly optimizing
model parameters, each device learns a heterogeneous binary mask
while freezing the parameters of local model. Only these binary
masks are communicated between devices and the central server.
The aggregation strategy is carefully designed to independently
process each element in the binary mask, such that the heterogene-
ity of binary masks can be preserved. We evaluate FedMask using
three representative FL applications. Our results demonstrate that
FedMask significantly outperforms the state-of-the-art methods in
inference accuracy, communication cost, computation cost, memory
footprint, inference latency, and energy consumption. We believe
FedMask represents a significant step towards the realization of
efficient FL into reality.
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